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Test - based DecisiOn Maktng

1

Abstract

This paper,--revitews recent research in the Netherlands on the application

of decision theory, to. test-based decision making. The' review is-based on

a classification of decision problems proposed in _van der 'Linden (1985a)

an emphasizes an empirical. Bayesian framework. As a more specific

example of the application of Bayesian theory to test-based decision

making the tr.ib leta of classification decisions with thrqlold utility is

discussed. .
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I

Advances in the Application of. Decision Theory

to Test-based Decision Making

Historically, the use of psychologic,21 an# educational .ests,has its.

roots in the necessity of selection and placement decisions in public

domains.aS education, the army, and the government. This is excellently

danonstrated in DuBois' (1970.) historiography of such cases as Binet's'

early work on test development for the assignment of pupils to special'

IA
. education, the testing of conscripts for placement in the army during,

-.World War I, and. the examination of applicants fbr the civil service in

sic:lent China. It is no coincidence that in each of these domains

decision making is characterized both by. a high.visibility.and massive

numbers of subjects. In. such cases_it seems perfectly logical to grab at

tests as objective means to base decisions on. If jests had not beers

invented for this purpose yet, we would invent them today.

It is conspicuous east, although the practice of test use has its

roots in decision making, test theory has been developed mainly as a

theory of measurement. The origins of test theory are in Spearman'S

pioneering work on the unreljability of test scores which laid-the

foundations for the classical test theory as a theory of measurement

error. Modern item response theory shows the same concern with

measurement (parameter estimation) and was not corceived as a theory of

decision making either. History of test theory -shows a feleexceptions,

though, of which the publication of the Tor- Russell (1939) tables,

and their subsequent influence on the testing literature, and .Crohbach

and Gleser's (1965) well -known monograph deserve special mention. To

date, the latter has been the first and only monograph.attempting to

provide test-based decision making with a sound theoretical basis.

A
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Recen'ly, however, the situation has changed somewhat and some test

theorists are now seriously involved in attempt to model and.to

optimite the use of tests for decision making, most of them using

__Bayesian decision theory as their frame of reference. The major impetus
1

for this concern has come from the introduction of moder , nstructional

systems as individualized instruction, learning for mastery, and

computer-aided instruction.. In such systems there t$Tically is much

testing for iSetructional decision,makg.purposA, which\pnfronts

their developers with the problem of designing and studying optimIll

decision procedures.

It is ttylgoal. of this paper to give a short review or recentmork On

the theory oftyst -based decision making in the Neperlands. The

A
emphasis on Dutch contributions means that no reference is made ta the

mostly excellent work in tale area in the U.S. as, 19r instance, by

Huynh (1976, 1980a, 1980b)Novick and his associates (e.g., Chuang,
:f

Chen, & Novick, 1981; NOv.ick 6 Lindley, 1978; Novick Petersen, 1976);

and Wilcox (1976, 1977, 1978, 1979). In the review a typology of test-

based decision making given in van der. Linden (1985a) is used. The paper

concludes with the discussion of classification decisions as a more

specific example of test-based decision making.

Sir

J

A Classification of Test-based Decisions

O

//

Each different type of decision making can be identified as a specific

configuration of the following elements:

(1)4 A test providing the information' the decisions are based on;

(2) One or more treatments with respect to which the decisions are made;

5
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. (3) One or more criteria by which the success of the.treatments are
J y,1 ,x y

1

measured.
.

As_will.be illustrated below,'using these elements the following types

of decisio9s can be distinguishedi

./ . .

(1) Selection;

(2) Mastery;

(3) hacement and

(4) 'Classifilation decisions.

To each.of these types the following restrictions or refiriements can

apply:

%

(1) Quota restrictions. For some treatments the numbers of vacancies are
4

constrained.

(2) Multivariate test data. The decisions are based on .data from a whole

test battery instead of a single test.'

(3) Multivariate criteria. The success of the treatments is measured by

multiple criteria.

. (4) Subpopulations. The problem of culturefair decision making arises
4

because of the presence of subpopulation% reacting differEntially,to

the test items.

A

-t

A Review of Dutch Decision Theory Repearcti

Selection Decisions

In selection problems the decision at &take is the acceptance or

rejection of individuals for a treatment. Selection decisions are

characterized by the fact that the test is administered before the

. treatment takes, place but that the criterion is measured afterwards.
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Wel-tricant- examples of selection problems are. the selection of personnel

in industry and .the admiision of students to educational .programs. The
. -

formal structure of a selection problem is shown in Figure 1.

Insert Figure 1 about here

Selection research in the Netherlandshas a tradition as long as in

any other western country., with early publications dating back to the'

20's (e.g., de Quty, 1925, in van Naersaen, 1963). Most research can be
.

considered as applied work on problems in personnel selection. Example's
, .

'
of popular, problem are research on criterion choice and analysis, test

and iteme-selectIon, validity studie§ of test batteries, reliability of

selection interviews, techniques of job sampling, and'the like. Also a

considerable amount of the selection literature has been devoted to

ethical issues. Most applitions of selectiod research have been in

personnel psych9logy and not in education because Dutch education has

tradiVonally been based cn a centralized certification system and not

on entrance selection. A recent exception, however, has been the

1
select190 of students fdr medial programs in higher education. Review(

00
of selection research are given in handbooks bytHofstee.(1983) and Roe

(1983). er.

As for the test theoretical framework adopted in selection research,

the selection problem has generally been approached as a prediction

problem in which regression lines or-expectancy.tables should be

employed to predict whether the criterion scores ofIkbdividuals exceed a

certain thres06 value so that their selection guarantees a success.

recent,_originalVork.along these lines has been published in.which

7



Test -based Decision Makirig

4 ag 6

is V

correction for the.restriction.of range in the validity Acient.of

selection p(ocedures are addressed.(Brouwer.& Vimn, 1978; Brouwer &

Vimn, 1979, R9e,-1979).Selectiondecisions with quota reatrictioas have

long been evaluated with the aid of theTaylor-Russell tables, which

give success ratio'sfor a number of :parameters characterizing the
e

Selection procedure.

P..,
.'..A.major breakthrough is selection theory in the Netherladds was,

sj .
,.

... offered by van Naerssen (1963, 1965g, 1970) who introduced -the
i,

.

4

4

c

application of empirical Bayesian decision theory in selection research.

An extensive introduction to van Naeosen's early work, which arose.. from
4

a case study on the selection of drivers for the army, cad be found is
.. 41111" N

his addendum to Cronbath and Gleser's monograph (van Naert4en, 1"965b).
N

4
Among the topics dealt with in van Naerssen (1963) are the computation '

q

of optimal testing time with a fixed selection ratio, the determination -

)

of optimal selection ratio's, and twb-stage selettion procedures. Van

Naerssen (1963) also offers some decision theory for a selection problem

with two subpopulations. Apart from .van Naetssen's contributions not

much work an the selection problem from a'deciiion-theoretic poibt of

view can be found in the Netherlands. A recent exception, however, is a

paper by Mellenbergh and van der Linden (1982) who give some decision

-theory for quota-free and fixed-quota selection from several
1

Wppopulations with a linear utility structure and illustrate their

results with an applicationto.a,culture-fair testing problem.

Mastery Decisions

Unlike selection decisions, mastery decisions are made after the

. treatment has been administered. The decision to be made is whether the

individuals who have fell the treatment meet its goals or not. A



-- Test-based Decision Making

4 7' ,

4

further characteristic is that in the mastery decision problem the

criterion internal to the test and, not external. It is unrelialpility
. .

ofthetest as a representative of the criterion that opens the

possibility of making wrong 'decision& and creates, the mastery decision
,

.

1-
problem: ExaliAes of mastery decisions are passAfhil.and certification_

decisions in leducatiOn,but also, e.g:, decisions with respect to,

successfulness o therapiej in clinical settings. Figure 2 displays
, *

0

Insert Figure 2 about here

/.

the formal structure of'a mastery decision problem.

I

..!

As opposed to the' selection problem, research ,on the mastery

decision problem in the Netherlands has been mainly test theoretic with 4

less emphasis on applied issues.. Again it was van Naerssen who took the

lead and introduced the topic and. ts related,g7b1rm of the equating of

mastery standards in a series of papers (1966, 1971, i974a). But now

others have followed. The following issues have beenptudied more or

\less extensively:

(Empirical) Bayu

mastery decisions

loss function has

lder Linden (1977)

decision rule

with,a binomi

been addresse

. Nellenbergh also suggested, the idea of linear

instead of a'threshold loss function which has the advantage of being

continuous in the true score for both the mastery and theAmnmastery

decision. This ideaswas elaborated for the clasSical test model with

an unspecified prior in van der Linden and Mellenbergh*(1977), while

s. The problem of Bayes rules for

al error, a beta prior and 4
,

d by tlie'lenbergh, Koppelaar,

threshold

and van

properties of Bayes rules-cat-Ws problem were studied fur4er ine
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van dyer linden (198019B4a, 1984b). Estimation procedures tnd

prOpertiesof Bayes rules for latent state models with threshold ibss

ate ed in van der Linden (1978, 1981a, 1982a, 1983).

,e: Decision without priors. The above decision rulet-are optiml in the

Hayes sense for'an empirical population of subjects. Van den Brink

(1982) takes the position that this Id not consonant with the idea'of

absolute measurement and gives various results for mastery testing

under a binomial error model adopting a Neyman-Pearson,franework of -
,

hypothesis testing. Along the.same lines van den Brink and Koele

(1980) and van der Linden (1982b) have studied the effect .of guessing

on multiple-choice items on decision iules. Minimax solutions for the.

binomial error model with threshold, loss are disCussed in Veldhuizen

(1982).

3. Utility structure. Properties of Bayes rules may depend .heavily on

the utility,structure adopted. A usual approach to` the utility

problem is the /ubjective one in which the decision theorist adopts a

, .

,

family of utility functions that is plauSib because it meets some

obvious formal codditions and the decision aker is requested to

identify a member of it on intuitive grounds. The assessment of

utility functions can also be based on empirical method as lottery

or scaling methods. Scaling methods for the mastery decision problem

have recently been studied by Vriijhof, Mellenbergh, and van den Brink
O

(1983).

4. Item selection. In most research reviewed earlier in this sectionthe

problem was to derive, under certain.assumptions, optimal decision

rules for a fiven test. If a domain of items from which the test has

to be selectO is available, another optimization problem arises,

namely the crinal selection ofidtems for decision making. Two

(

.1

.
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different lines of research can be reported. De Gruljt::41d

n.

Hambleton .(1983) and Hambleton and de Gruljter (1983). have based

their selection on the value of the iter information function at the

mastpry standard. Simulation.siudies of this selection procedure'

agiinst random sampling from the fume domain showed .a considerable

improvement in terms of the percentage of misclassification pf

.

examinees for the re6ulting testy The same procedure, but with
. , .

selection on ,the first. derivative of the item-characteristic curve at

the standard on the ability scale, was studied earlier in van '

Naerssen (1977a, 1977td." Melletibirgh and van der Linden (1982) have

proposed.a different .procedure in which items are selected on the

basis of their conribution to the

under what conditions fr is criterio

,

classical item indices..

yes risk. Thsy were able to show

boiln'down to'selection using

5. valuation of decision procedures. Measurement prpedures are usually
. I

evaluated by their reliability or estimation accuracy but for

6

decision procedures this seemsliess adequate. %II der Linden and

Mellenbergh.(1978) suggested to 11w the 44cs risk for this purpose

and proposed to standardize this on the interval (0,1] using the risk

of procedures /th test scores having no and full information about

the criterion as reference points. They also showed under what
e

conditions the standardized risk, is equal to classical test indices'.

as, e.g.. the reliability coefficient. In Mellenbergh and van der

Linden' (1979) the'same.procedure is outlined for test-based decision
4 ,

making with an external criterion (.g. selection decisioni).

*A different perspective on the evaluation of decision procedures is

robustness analysis. A concept introduced in Vijn (1980) and explored

further in Vijn and Molenaar (1981) is that of the robustness region it
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\which is defined as the subset of the parameter space of the decision

problem giving rise to. the sade decision rule. An application of

robustness egion analysis to a mastery decision problem can be found

In the latter reference,

6. Standard setting.: MasteritAecision making supposes the presence of

threshold value or standard on the criterion separating the "masters"

from the "nonmasteii". A useful standardeietting method is the so-

called kernelitem method in which judgs indicate which items

present the standard best, and next the standard is computed from the

statistic of these items (de Groot & vian Naerssen, 1975, sect. 19.4;
: z

van Naeissen, 1974b). A proposal acAunting for-possible-uncertainty

Sr inaccuracy in standard setting procedures by replacing standards

by distributions of possible values is elaborated in de GrulIter,
11

(1980). That there can be much inaccuracy in standard setting

procedures is demonstrated in van der Linden (1982c) whO used :

,..

calculations under an'item response model to check for specification

errors in the Angoff and Nedelsky methods and found that errors,

larger than ..20-.2\were no exception.
\..

C

Placement Decisions

P

4

In placement problems several alternative treatments are.aFailable and

it ie'the decision maker's task to assign,individuals on the, basis of

their test scores to the most promising treatment. All indiNiiduals are

administered the same test and the success of each treatment is measured

. by the same criterion. Un,ike the selection problem, each /individual is

assigned to a treatment. Figure 3shows the case of a placement decision

with two'treatments. Examples of placement decisions are in

individualized instruction where stpdents ;are assigned to different 4.2.
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Insert Figure 3 about here

dmil=1111=1110.

routes through an instructional unit all leading to the same objective.

The tradition* approach to the problem is that of linear regression

analysis with a separate regression line for each treatment and the
1

assignment of individuals to the tre tment with the largest predicted

criterion score. A Bayesian version of this approach.is offered in Vijn

(1980) which offers the option of incorporating pravious information in

placement decisions via the specification of prior distributions for the

1

regression parameters.

Vijn': approach, although fully Bayes' , still views the pLcement

problem as u prediction problem. A treatment of placement decisions from

a decision-theoretic viewpoint is given in van der Linden (1981). This

paper formalizes the placement decision,as au empirical Bayes problem

with different utility functions and probability models for.each

treatment and gives decision rules for the cases of utility functions

from the threshold, linear and normal-ogive families. The paper also

indicates how optimal rules for placement decisions with subpopulations

can be found.

Classification Decisions

As is clear from Figure 4, the difference between classification end

Insert Figure 4 about here'

-4
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placement decisions is that in the former each treatment has its own

criterion.-4urther these two types of decisions Have identical

properties. Examples of classification decisions occur in vocational

guidance situations when most promising schools or careers must be

identified. ,

The most popular.approach to classification decisions has again been

the use of linear-regression techniques. Each criterion is then mapped

on a common utility scale and the decision rule is to assign individuals

to the treatment with the largest predicted utility. The classification

problem lies hardly been treated as a Bayesian decision problem. As a

more extensive example of the application of decision theory to test-

based decision making, the following section discusses the problem of

classification decisions with threshold utility and illustrateS the use

of a Bayes rule for this case with an empirical applicaUon. A full

treatment of the theory and the application is given separately in van

der Linden (1985b) where further details can be obtained.

Classification Decisions with Threshold Utility

The classification problem can be formalized as follows. There is a

series of individuals who can be considered to be drawn randomly from

some population P and must be classified into t+1 treatments indexed by

j = 0, 1, t. Each treatment leads to a different)listribution for P
A

on its associated criterion which is denoted by a r dom variable Yj

with range Rj, which will here be considered to be continuous (although

in some applications Yj may be discrete). The test scores observed prior

to the treatment are denoted by a random variable X with discrete values 14
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x = 0, ...,$n and probability function A(x). It 'is assumed that P (yields

a joint distribution of test and criterion scores with probability

(density) function nj(x,yj).

Suppose that each treatment is followed by a mastery decision

indicating whether the treatment-has been successful or not. Formally,

the claisification problem can then be represented as a problem with

threshold utility. An appropriate utility function is

wi for yi Z di

(1) uj(Yj) 'I'

v
ti

for y < d

with

wi > vj for all values of j,

where d is the cutting score on criterion j defining the mastery

decision rule for treatment j while wj and vj are the utilities of

reaching the masteryan4-nonmastery status, respectively.

It is .assume,d that the Bayes rule for this problem has a monotone

shape; i.e., takes the form (%' a series of cutting scores on the test

(2) 0 = c < c I< < c ct+1 no - 1 - j
s n)

such that treatment j is assigned in the event of c
j

< X < cj+
1

(for

j = t the second inequality is not strict). A necessary 4td sufficlent

A



. I ,

Test -based Decision Making

14

condition for (2) is that

(3)- wj vj k wj-1 vj-1

and that

(4) 6i(Yjlx)),

a

(j 1, n)

4

a

-
the conditional distflbutions of Y given X x, are stochastically,

increasing. It is assumed that the treatments are in proper order

reflected by their index j.

From van der Linden (1985) it follows that the expected utility of

the procedure is maximal if, for each pair of treatments (j-1,j), c is

chosen as the smallest value of x for which

(5)

is positive.

)S-2 (d x)

acc

Since the solution of (7) only depends on the difference between wj

and vj and not on their individual values, an inte4sting case arises if

it can b'e assumed that
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(6) wj - vj constant

L, for one of more pairs of adjacent treatments. Then (5) reduces to

:

(7) C2j_1(dj_1lx) -S.2;(d

and it is no longer needed to specify the values of the utility

parameters. A further special case is if 0j(y1x)..can be assumed to be a

location-scale family in which case analytic solutions are..possible. For

the'se and other cases, see van der Linden (198.,5b).

An Empirical Example

' The example 14 this section is derived from a well-known problem in the

*lc

Netherlands, namely the choice of an appropriate continuation-school at

the
t

end of primary education. Several types of secondary education are

available running from lower level vocational to university track

programs. A popular achievement test assisting parents and prinIcipals in

making this choice is the Eindtoets basisonderwijs prepared annually by

the National Institute of Educational Measurement (Cito). In the

following analyses, data from the 1981 administration of the test arc:

used, and the following typet of secondary education are selected as

treatments:, Lower Vocational Educatior (LVE), Lower General Educati

(LGE), and Middle Geieral Education (MGE). Success on the criterion w
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for each treatment defined as passing the first year of its program.

It was assumed that the-probabilities of success on Y as a function

of x coup be modeled as a logistic distribution function. Table 1 gives

the empirical proportions of successes for each treatment. Ap only

InserilTable 1 about here

grouped data were available logit analysis of the ropottions was

applied for the middles of a intervals reported in the table. The

bottom line of the table shows that the data yielded a nice fit to the

logit model.

Firstly, it is assumed that (6) holds for the treatments so that (7)

. amounts to a comparison between the logistic regression lines. The
,

results are given
i

in Figure 5 and show that the dominant treatment

Insert-Figure 5 about here

is L6E for almost all possible test scores; only for test scores below

X la 4 does the choice of another treatment (LVE) appear to In better.

Secondly, the sensitivity of the solution in Figure 5 to deviation from

(6)'is analyzed in Table 2. As could be expected from the closeness of

Insert Table 2 about here
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thelogistic.regression lines for LGE and MGE, the c....ttini score between

these two treatments is most sensitive to deviations in the utility

. ratio from unity. The cutting score betwe en LGE and LVE, however,

appears to be quite robust to changes in the utility ratio.

*.

Conclusion'

This review of research on decision tti*ory,for test-based decision

making in the Netherlands shows an early interest in the selection

problem alnd a subsequent emphasis on the mastery decision problem.

I

Recently offshoots to other decision problems have become.visiblee It is

expected that the interest in decision making will continue and thi;

more complicated types of decision making (e.g., with quota constraints,

multivariate test data and criteria, thd/or.subpopulations) will be

explored soon.

alp
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Fifjure 1 Flowchart of a' Selection Decishon

treatment

Figure 2 Flowchart of a Masteiy Decision
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treatment 1

[

treatment 2

criterio

Figure 3 Flowch4rt of a Placement Decision

(Case of Two Treatments) f

treatment 2

Figure 4 Flowchart of a Classification Decision

(Case of Two Treatments)
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Table 1

Empirical Proportion of Successes as a Function

of Test Scores for the Three Treatmefits

roportion of Successes

After 1 Yr.

LVE LGE MGE Ag

0 - 5

6 - 10 .897 .575
41;

11 - 15 .571

16 - 20 .929 .619

21 - 25 .947 .760

26 - 30 .948 .840 .788

31 - 35 .952 .890 .860

36 - 40 .959 -.930 .920

41 -. 45 .960 .960

46 - 50 .979 .960 .988

No. of Cases 1333 15926 2296

Slope .031 .095 .099

Intercept -.8 -1.0 -1.25

Model Fit .641 .071 .105
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.Table 2

Optimal Cutting Scores Between the Treatients

as a Function of the Utility Ratio

Utility

Ratio

1.00

1.02

r1.04

1.06

1.08

1.10

1.12

1.14

1.16

1.18

1.6

Optimal Cutting Score

LGE/LVE MGE/LGE

4

3 30

3 24

2 19

2 16

1 13

1 10

1 8

1 6

1 4

1 1

Note Utility ratio is defined as (wrvi)(wi_1-vi_1)
-1

. Dash

indicates cutting score outside range of test scores.
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